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A molecular dynamics simulation was performed to study the effect of an applied force on heat transfer at
the interface of model diamondl11} nanosurfaces. The force was applied to a small, hot nanosurface at
800, 1000, or 1200 K brought into contact with a larger, colder nanosurface at 300 K. The relaxation of the
initial nonequilibrium interfacial force occurs on a subpicosecond time scale, much shorter than that required
for heat transfer. Heat transfer occurs with exponential kinetics and a rate constant that increases linearly
with the interfacial force according to ¥ 10~% ps %/nN. This rate constant only increases by at most 10%

as the temperature of the hot surface is increased from 800 to 1200 K. Replacing the interfacial H-atoms on
both surfaces by D atoms also has a very small effect on the heat transfer. However, if one nanosurface has
H atoms on its interface and the other nanosurface’s interface has D atoms, then there is a marked 25%
decrease in the rate constant for heat transfer. Increasing the size of the hot surface, and, thus, the interfacial
contact area, increases the rate of heat transfer but not the rate constant. For the same interfacial force, different
anharmonic models for the nanosurfaces’ potential energy function give the same heat transfer rate constant.
The possibility of quantum effects for heat transfer across the diamond interface is considered.

I. Introduction the device’s properties and integrity. As a result of inhomoge-
There is considerable interest in obtaining a unified atomic- neities at the interface and the interface’s nanoscale attributes,
the rate of heat transfer from the smaller to larger component

Irz\tlsl g?d\%srtaatinodrl]r;? Zt]fgrr;](;ara\gxtz:}Lprr%%?égﬁzlsétsf;atcllrl}fslltj:rr;ge the is expected to be different than that for either of the components

liquids,”® solids10interfaces;'?2and nanomaterials. Vibra- in @ homogeneous macroscopic enviro_nrﬁ’éﬁbr_ macroscopic
tional energy flow in molecules, that is, intramolecular vibra- materials, heat transfer is impeded by interfacial roughness and
tional energy redistribution (I\/,R3)*5 hés been studied for @ resulting small contact aré&.34 For nanoscale materials, the
molecules ranging in size from bénzéﬁé7 and substituted efficiency of heat transfer is e_xpecteql to also depend on atom_ic-
methane to large macromoleculéé-2! A cluster often has level properties such as the interfacial intermolecular potential

multiple potential energy minima and the efficiency of IVR 2221 tgrt]aeri[guctures and vibrational frequencies of the two
affects its ability to access these minifia2® Vibrational energy P :

flow for a liquid includes IVR within solute molecules as well Molefulat:t qu_namlcst(MI_D)I smluélatmljst_ arefan |mp§)rtanft
as energy flow from individual solute molecules to solvent means 1o obtaining an atomic-/evel description of €nergy transter

molecules and intermolecular degrees of freedmlthough at the interface of nanosurfac®dn previous MD simulations,
disorder, that is, inhomogeneity, often localizes vibrational nanoscale heat dissipation was investigated as part of the friction

i i idi 39
energy and restricts its flow in solids, vibrational energy flow generated at the interface of two surfaces in sliding cofitéet:

may also be restricted in perfectly periodic systems through theA technological important material studied in these simulations

: . i 9 - -
presence of intrinsic localized modes (ILMslnderstanding is diamond, a’?d Harrlson and co yvork@r§ have identified .
the origin and properties of these ILMs is an active area of numerous excitation modes (r_otauon, “_“_”S“'ev etc.) by which
research® Energy flow at interfaces has been investigated by frlctlc_)n energy generated during the ;Ild!ng of H and alkyl-
studying energy transfer as rare gas atoms collide with terminated diamon@111} s.urfaces is dissipated into the bulk
surface®28and as two surfaces “rub” during sliding cont&ic®? as heat. A number of experimental stuéfie®’ have also focused

The nature of the vibrational modes and resulting vibrational on identifying mechanisms for heat transfer and dissipation at

energy flow for a nanomaterial may depend on the material’'s hanoscale interfaces.

size. This effect was documented recently in experimental The standard M,D simulation time is 10s or §horter and.
measurements of the—€H stretching infrared spectrum for the above simulations have focused on short-time relaxations

diamond nanocrystals of different sizes. that occur f(_)r_fast slidi_n_g velocities. Some experiments have
It is important to understand fundamental properties of US€d fast sliding velocities of the order of 1 m/s or faster;
vibrational energy transfer at the interface of nanoscale materialsNOWever, for most cases the sliding veIocny IS much.slower as
and devices. For a small component sliding across a much Iargerre_Ioresented by 10 m/s or less for a typ|ca_l atomic f(_)rce
component of a microelectromechanical system (MEMS), heat MCroSCopy (AFM) study24>5For a 10°° m/s sliding velocity

P .
transfer at the components’ interface is an integral attribute of and 10° s simulation, the system moves only"20A so th‘.’ﬂ
the surfaces are essentially static and do not move during the

t Part of the special issue “Donald G. Truhlar Festschrift". simulation. Thus, to simulate short-time relaxations, for tribology
* Corresponding author. E-mail: bill.hase@ttu.edu. experiments with standard low sliding velocities, it is unneces-
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Figure 1. The diamond 111} surface and interface viewed along the 65.59 A
[110] direction. Large dark-grey spheres represent carbon atoms and

small light-grey spheres represent hydrogen atoms. Figure 2. Depiction of the upper (hot) and larger, lower (cold)

H-terminated 111} diamond surfaces. The dimensions of each surface

) o are for their 0 K, equilibrium geometries.
sary to slide the molecular system, and this is the approach used

for simulations reported here. Vsurt), @and the surface/surface intermolecular potentigler:
The unique structural, electrical, and optical properties of
diamond, and its wide use in optical windows, capacitors,
abrasives, and heat exchangers, make the heat transfer within . .
diamond nanosystems of particular intef@stn the work | hree different models were used f¥uq to determine the
reported here, the dynamics of energy transfer at the interfacesf':'r,"""'t_'v'ty,Of the 5|.mulat|on resullts to the degree Of, anharmo-
of a small, hot nanoscale H-terminated diam¢ad1} surface  Nicity in this potential. For the majority of the simulationg.
and a much larger, colder identical surface were investigated IS the harm(?)’rslzc vglence_force field potential developed by
by MD simulations. The rate constants for energy transfer from ubino et ak354to fit the diamond phonon spectrum, with the
the hot to cold surface and the temperature gradients within modification that th,e %C an.d C-H stretqhes are fepresented
each surface were determined. This energy transfer wasPY the Morse functior® that is, the following function for the
simulated as a function of the force applied to the small surface, ©~C stretch
the initial temperature difference between the two surfaces, the P
interfacial contact area of the two surfaces, and alterations in V(R) = D [1 — exp{ —Ar(R— Ro)}] @)
the isotopic composition of the interface. Because of the weak
van der Waals interaction between the two diamond surfaces,
the application of an external applied force has a substantial
effect on the efficiency of energy transfer across the surfaces’
interface.

V=YV,

surf,u

+ Vsurf,l + Vinter (l)

In this function,Dr is the tertiary C-C bond dissociation energy

of 79.46 kcal/mol and8r = (fr/2DR)Y2 = 1.858 Al was

determined from the harmonic force constdgtof 3.812 mdyn/

A. Ry is equal to 1.54452 A. Similarly, the €H stretch

potentials are Morse functions with, = 104.94 kcal/mol 3,

= 1.852 A1, andr, = 1.09545 A. This surface potential is

identified as Model 1 and its parameters are given in Table 1.
A. Surface Model and Potential Energy Function.Energy This type of potential energy function, with Morse stretches

transfer was studied at the interface of two H-termingtietil} and quadratic forces for the remaining potential terms, gives a

crystal faces of diamond (see Figure 1). For the potential energyrelaxation rate for the = 3 C—H overtone state of benzene,

minimum of each diamond lattice, the carbon atoms are assumedyhich agrees with experimeht:17

to conform to an exact tetrahedral bonding pattern. The carbon  Two additional surface potentials were used to investigate

atoms are bonded in nonplanar hexagon structures, similar tohow varying the surface anharmonicity affects energy transfer.

the chair conformation of cyclohexane, in both the vertical and For Model 2, the Morse anharmonicity of the-C and CG-H

horizontal directions with respect to the surface interface. Figure stretches was retained and additional anharmonicity was intro-

1 illustrates the hexagon structure for a vertical direction from duced by attenuating the diagonal bending and nondiagonal

the interface and shows that this hexagon structure results instretch-bend and bendbend quadratic force constants as a

carbon atoms arranged in layers, with two layers close togetherbond defining the potential term is stretched. This force constant

and separated by a greater distance from the next group of twoattenuation by bond stretching is represented by

layers. The surface of each lattice consists of hydrogen atoms

II. Computational Procedure

bound to the outermost layer of carbon atoms. f(ry=f° r<r, 3)
The model used to study energy transfer at the interface is
shown in Figure 2. It consists of an upper surface which, at 0 f(r) = f° exp[~a(r — rp)? r=r,

K, has a height of 19.65 A and an interfacial area of 20x19

21.86 2. The bottom surface has the same height, but a larger Here f° is the diagonal bend, nondiagonal stretttend, or

area of 60.58« 65.59 &. Each surface consists of twenty layers, nondiagonal bendbend quadratic force constant. The attenu-

that is, nineteen carbon and one hydrogen. The outermost layemtion parameter was set to 1.00a representative value for

of each surface is held rigid, with the relative separation of these hydrocarbon$§%57 The effect of this attenuation is to introduce

two layers specifying the normal load applied to the surfaces. cubic and higher order anharmonic terms to the potential and
The potential energy function for the system is written as a to ensure that the force constant properly goes to zero as a bond

sum of potentials for the upper and lower surfadég;:, and defining the potential term is elongated.
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TABLE 1: Potential Energy Parameters
parameters for the H-terminatédil1} surfacé

In the simulations, heat transfer from the hot, upper surface
to the cold, lower surface was studied as a function of applied
force. The carbon atoms of the outermost layer of each surface
were held rigid to maintain a fixed distance between the two

C—C stretch Morse function

Dr 79.46 kcal/mol e .
Br 1.858 A surfaces, specified by the applied force. The two lowest C-atom
Ro 1.54452 A layers of the bottom surface (excluding the outermost layer)
C—H stretch Morse function were connected to a 300 K Berendsen thermal ®athring
D, 109.94 kcal/mol the numerical simulations. This bath provides a constant
Br 1.852 At temperature thermostat, withdrawing heat from the lower surface
o 1.09545 A as it is transferred from the upper surface.
diagonal quadratic potential parameters A MD simulation was performed, with all nonrigid atoms of

0o 109.47% the surface connected to two Berendsen baths at the desired
g“ olseécﬁ@z&/rag temperature, to equilibrate each of the nanosurfaces. This
f 0.725 mdyn A/rad simulation was continued until the potential and kinetic energies

. . . of the nanosurface become equal. One thermal bath was coupled

nondiagonal quadratic potential parameters ,

frr 0.163 mdyn/A to the surface’s carbon atoms angl the other was cor)nected to
fro 0.39 mdyn/rad the hydrogen atoms to ensure rapid thermal equilibration of the
foo® 0.177 mdyn A/radl surface at the given temperature because energy exchange
foo© —0.0149 mdyn A/rad between the €H stretch modes and the other surface modes

is a slow process. After this equilibration step, the upper surface

parameters for the surfaesurface intermolecular potential >
was further equilibrated for 10 ps to ensure that the temperatures

a b c of the individual surface layers are the same and equal to the
:(H: igggf;g 3;2‘; _%6585 desired temperature. The temperature of the atoms in a layer
GG 87774.86 360 57696 was calculated by dividing the total kinetic energy of the layer’s

atoms by Blks, whereN is the number of atoms in the layer
andkg is Boltzmann'’s constant. The bottom surface was further
equilibrated in the same manner for 30 ps to ensure that each
of its surface layers are 300 K. For this step, the lowest two
C-atom layers (excluding the outermost rigid layer) are con-
nected to a 300 K Berendsen thermal bath because this bath is
included in the simulation of heat transfer from the hot, upper
to the cold, lower nanosurface (see above).

After the thermal equilibrations of the hot, upper and cold,
C i _ lower surfaces were completed, these two surfaces were brought
replaced by their harmonic analogues wfitfof 3.812 and; of into contact so that the hydrogen atoms of one surface were
5.001 mdyn/A so that the surface potential is completely centered over the second-layer carbon atoms of the other surface
quadratic with no anharmonic terms. Although this potential gnq the outer C-atom layers of the surfaces were separated by
model is quadratic, the Hamiltonian for each lattice is harmonic 4 specified distance. The nonbonded interactions between the
and separable only for small displacements. For noninfinitesimal jterfacial layers of the hydrogen and carbon atoms of the two
displacements, there are nonlinear terms in the Hamiltonian thatg,rfaces were then turned on, and a 52.5 ps simulation of energy

couple the mode¥’ Also, the normal load applied to the surfaces  ransfer from the hot to cold diamond nanosurface was
will introduce couplings and anharmonicities. performed.

Vinterin €q 1 describes the nonbonded intermolecular potential
between.the top and bottom surfaces. Only intergctions between simulation Results
the terminal H-atoms and the C atoms of the first and second
interfacial layers of the two surfaces are includedViger A. Interfacial Separation. As described above, the outermost
because the distances between other interfacial atoms are todayers of the hot, upper and cold, lower surfaces are held fixed.
large to contribute t&iner. These nonbonded+H, C—H, and The coordinate system used for the simulations places these
C—C potentials are represented by the EXP-6 function of outermost layers in thgy plane, with their separation given
Williams and Starp? that is by the distance between these planes irettienension. Fixing
the separation between these outermost layers also defines the
distance S between the planes of the interfacial H-atom layers.
When each surface is insit0 K equilibrium geometry, this
resulting distance is identified &, Figure 3a gives a plot of
which were derived to represent nonbonded interactions for the surfaces’ interfacial intermolecular potentMher, €q 1, as
hydrogen and carbon atoms in experimentally determined crystala function ofSy, Each surface is held in its equilibrium geometry
structures of 18 hydrocarbon molecules. The parameters for thein calculating this potential energy curve. The resulting force,

aThe coordinateR, r, 6, and ¢ are C-C stretch, CG-H stretch,
C—C—C bend, and €C—H bend, respectively> Nondiagonal force
constant for two different €C—C bends, which share one stretch
coordinate but not a central atofiNondiagonal force constant for two
different C-C—C bends, which share one stretch coordinate and a
central atom? The intermolecular potential energy parametars,
andc are in units of kcal/mol, AL, and kcal &/mol, respectively.

For the remaining potential, Model 3, the anharmonic Morse
potentials of Model 1 for the €C and C-H stretches were

V(r) = aexp(br) + < (4)
r

H—H, C—H, and C-C intermolecular potentials are listed in
Table 1.

B. Molecular Dynamics Simulation. The VENUS computer
program was used to perform the MD simulati§hklamilton’s

that is, the interfacial force, is the derivative\Gfie with respect
to Sqand is plotted in Figure 3b as a function &
The value ofSfor the simulations is larger the®q because
of the repulsive interaction at the interface. Simulations were

equations were solved to determine the motion of the atoms in performed with a 300 K temperature for each surface to
the nanosurfaces. The numerical integrations were initiated with determine the value of after the surfaces had equilibrated.

a Runge-Kutta—Gill algorithm and then completed with a sixth-
order Adams-Moulton routine.

These simulations were performed with potential Model 1, H
atoms at the interface, the small interfacial area for the upper
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Figure 3. (a) Interfacial intermolecular potential (kcal/mol) as a
function of distanceS, between the planes of the interfacial H-atom
layers. Each surface is held fixed in its equilibrium geometry. (b) Force
resulting from the interfacial potential.

surface, and the outermost surface layers separated s&ghat
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same, to within three significant figures of those given above
for Thot = 300 K. Because of the diminished interfacial
repulsion, thes;;andSvalues become similar & is increased.
NearS;qof 2.00 A, SgandSare nearly equal as a result of the
balance between the interfacial repulsion and the thermal
expansion of the surfaces. F&g less than 2.00 ASis greater
than S However, forSq greater than 2.00 AS is larger.
Thermal expansion wins over interfacial repulsion for the latter
S In addition, the repulsion between the surfaces turns into
an attractive interaction fa® larger than 2.00 A.

To identify initial conditions for the different simulations
presented below& is used to represent the distance between
the outermost, fixed layers of the top and bottom surfaces. From
the value ofS,q and the 0 K surfaces’ heights given in Figure
2, the separation between the fixed, outermost layers may be
determined for the trajectory simulation. The actual interfacial
separationss, found from the simulations for the differef
are given above.

B. Interfacial, Applied, and Interlayer Forces. A force was
applied to the two surfaces by fixing the separation of their
outermost layers as described above. This specifies the initial
repulsive intermolecular potential and interfacial force between
the surfaces. The upper surface is first equilibrated at temper-
atureTho, and the lower surface is equilibrated at 300 K. They
are then brought into contact with their interfacial forces turned
on, their outermost layers held fixed, and their separation
specified bySqas described above. The center of mass of each
surface evolves in time according to Newton’s equation, that is

F (5)

int

cm =cm

t Fapp= M 2
and once the simulation is initiated, the initial interfacial force
relaxes and is distributed throughout the surfaces. The applied
force, Fapp Necessary to fix the positions of the atoms in the
outermost layer, is the component of the force experienced
by these atoms. It is the sum of the derivatives of the surface’s

equals 0.75, 1.00, and 1.25 A Each surface Was first eqUilibl’aIEdpotentiaLV, with respect to the coordinates of the atoms in
at 300 K and then the surfaces are brought into contact. At thethe outermost layer, that is

start of the two simulations foq = 0.75 A, the initial

separation between the H-atom layers is 0.728 and 0.743 A,

slightly smaller tharS;q because of the thermal expansion of

the surfaces. After the interface and surfaces have thermally

outermosSV

2

F. = _
— 0z

app

(6)

equilibrated at 300 K, the average interfacial separation became

1.31 A for each trajector§? with the height of the upper surface
0.35 A smaller than & 0 K height and the part of the bottom

Similarly, the interfacial forceFiy, is a sum of all of the
derivatives of the interfacial HH, H—C, and C-C intermo-

surface lying below the upper surface, 0.21 A smaller than its lecular potentials (see Section Il.A), with respect to the

0 K height. At the start of the two simulations 8, = 1.00
A, the initial separation between the H-atom layers is 0.978 A

coordinates of the interfacial atoms in one of the surfaces. The
force between two layers, of one of the surfaces, is the derivative

and 0.993 A. The average separation for each of the equilibratedof the interlayer potential. It may be calculated analytically as

trajectories is 1.41 A. The two trajectories wif, = 1.25 A

described above foFi,; or numerically by an infinitesimal

have different initial separations of 1.228 and 1.243 A and an change in the interlayer separation in thdimension.

identical average separation of 1.52 A after equilibration.
For the heat transfer simulations reported beldyy; for the

Once a simulation is started, there is a rapid force relaxation
with a decrease iffiy and increase s, and then these two

upper surface is greater than the 300 K value for the lower forces fluctuate about nearly identical average values. This is
surface. These simulations were performed for 52.5 ps and anillustrated in Figure 4 for a representative trajectory with an
average interfacial separatio8, of the H-atom layers was initial separation 0&.q= 1.25 A andThe = 800 K. Fappgiven
determined for the second half of each of these trajectories.in this figure is for the hot surface. Figure 4a shows that the

Individual trajectories were calculated for the same simulation
model as the one used above, but wiih: = 800 K. The
outermost layers were separated so tRgtequals 0.75, 1.00,

relaxation betweef i, andFappis complete within less than 1
ps. BothFi,; andFapphave periodic oscillations, whose maxima
and minima are out of phase. Although the oscillationE4p,

1.25, 1.50, 1.75, 2.00, 2.25, 2.50, and 2.75 A. The resulting are much larger than those &, when averaged from 1 to

values ofSfor eachSqare given by the followingg Spairs:

52.5 ps, their average values are nearly identical and the same

thatis, 0.75, 1.31; 1.00, 1.41; 1.25, 1.52; 1.50, 1.65; 1.75, 1.80; within four significant figures, that iSFap/0= [Finl0= 44.06
2.00, 1.98; 2.25, 2.19; 2.50, 2.42; and 2.75, 2.67. Itis significant nN. Figure 5 shows the €H and C-Cineriaceinterlayer forces

that these values @ for S§qof 0.75, 1.00, and 1.25 A are the

for the hot surface for 7.5 ps of motion. (The—Cinterface
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Figure 4. Interfacial forceFin, (black line) and applied forcésapp versus time. The red line in a is the-@l interlayer force, and in b it
(red line) versus time for the hot, upper surface initially at 800 K and is the C-Cineraceinterlayer force. The black line in both figuresHs,

the cold, lower surface initially at 300 k&4 of the interfacial H-atom the interfacial force. The simulation conditions are the same as those
layers is 1.25 A (see text) and the small interface is used for the hot in Figure 4. The G Cieraceinterlayer force is the force between the
surface. (a) Results for the first 7.5 ps; and (b) results for the complete two closely separated C-atom layers adjacent to the H-atom interface;
52.5 ps simulation. see Figure 1.

interlayer force is the force between the two closely separated TABLE 2: Time Dependence of the Average Interfacial
C-atom layers adjacent to the H-atom interface; see Figure 1).FOrce versus Interfacial Separatiort

These forces also rapidly relax, as foundfgg andFapp Their parametey traj 1 traj 2 average
average values after 1 ps are 45.88 and 45.94 nN, respectively, Sq=0.75A
and nearly the same as those fBg,J]= 45.88 andFi,[J= F(0) 95.409 94.947 95.178
45.85 nN computed for the same period of time, from 1 to 7.5 F'() —0.109 —0.098 —0.104
ps. ~ Sq=125A

The rapid decrease iy from its value at the beginning of F(0) 45.81 45.635 45.722
the simulation to its much lower value once the surface forces ~ F'(t) —0.066 —0.066 —0.066
relax is consistent with the increase in the interfacial separation. Sq=2.50A
To illustrate this, for the two trajectories calculated at 800 K F(0) —5.755 \ —5.706 . —5.731 .
with Sq= 1.25 A, we found thaEi is 177.30-141.79 nN at FO  -4338x10% -1748x10° —1.091x10°

the beginning of the simulation but 43.14 nN after the force 2 The simulations are fofn,; = 800 K, the H,H interface, and the
relaxes. Concomitantly, the initial interfacial separation is small interfacial area for the hot surfader(0) is in units of nN and
1.089-1.175 A and then 1.52 A after the force relaxation. ~ F'(t) is in units of nN/ps.

Figure 4 shows that there are extensive fluctuations in the . ) .
interfacial force Fin, at short times because of extensive surface With Thot = 800 K, a H,H interface, and the small interfacial
relaxations. However, after less than 1 ps, the fluctuations area for the hot surface. The interfacial force was analyzed from

become much smaller and for each trajectry decreasesn 1 ps, after force relaxations are complete, to 52.5 ps. Two
averagein a near linear manner as represented by trajectories were calculated for ealy and the resulting values
for F(0) andF'(t) are listed in Table 2. It is seen that bd¥D)
F(t) = F(0) + F'(t)t ) andF'(t) decrease with increase R, For Sq= 2.50_A, the

~ interfacial interaction is attractive, not repulsive, ar@) is
Here F(0) is the average interfacial force after the surface negative. The two trajectories for &, give very similar results,
relaxations andr'(t) is the change in the average force versus which indicates that the interfacial dynamics may be studied
time as a function of time. Values df(0) and F'(t) were with a single trajectory. As discussed below, a similar finding
determined from simulations witg of 0.75, 1.25, and 2.50 A is obtained for the dynamics of the interfacial heat transfer.
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TABLE 3: Rate Constant for Heat Transfer between the Hot and Cold Surfaces versus Interfacial Properties

H/D isotope
surface model Sq(B) Thot (K) hot surf cold surf hot surface area k(ps™)
standard interfacial properties
1 0.75 800 H H small 0.070
1 1.00 800 H H small 0.055
1 1.25 800 H H small 0.041
1 1.50 800 H H small 0.031
1 1.75 800 H H small 0.017
1 2.00 800 H H small 0.0054
1 2.25 800 H H small 0.0018
1 2.50 800 H H small 0.00051
1 2.75 800 H H small 0.000097
effect of higherThot
1 1.25 1000 H H small 0.041
1 1.25 1200 H H small 0.045
effect of deuterium substitution
1 1.25 800 D D small 0.046
1 1.25 800 H D small 0.034
1 1.25 800 D H small 0.032
effect of larger interfacial area for hot surface
1 1.25 800 H H large 0.039
effect of Model 2 for the surface potential (increased anharmonicity)
2 0.75 800 H H small 0.069
2 1.25 800 H H small 0.037
2 1.25 1200 H H small 0.041
2 1.75 800 H H small 0.017
effect of Model 3 for the surface potential (completely quadratic)

3 0.75 800 H H small 0.061
3 1.25 800 H H small 0.034
3 1.25 1200 H H small 0.031
3 1.75 800 H H small 0.0093

Figures 4 and 5 show that there are significant fluctuations kcal/mol. A second randomly chosen molecular dynamics
in Fint, Fapp and the interlayer forces. They arise from the nature trajectory forSq = 0.75 A gave a value of 1329 kcal/mol for
of the atomic-level dynamics of the nanosurfaces. Well-defined Enax — E(0). Because the diamond surface contracts with
average forces are obtained, but as a result of the sizes of thelecrease in temperature, keeping the separation between the
nanosurfaces there are fluctuations in the interfacial, applied, outermost layers of the surfaces constant and lowefipg
and interlayer potentials, which give rise to fluctuations in their decreases the initial interfacial repulsive potential. Increasing
forces. The Figures show that there is a degree of periodicity the separation between the outermost layers also lofgss
in the force fluctuations, particularly on a short time scale, and — E(0).
this is a topic to be investigated in future work. The increase in the energy of the hot, upper surfadé{q

C. Heat Transfer Between the Hot and Cold Surfacesin has only a small effect on the overall decrease in the upper
the following, the rate constant for heat transfer from the hot to surface’s energy versus time. Energy transfer from the hot
cold nanosurface is determined as a function of the interfacial surface to the cold, lower surface is found to be exponential
separationq the temperature of the hot surface, H/D isotopic and well-fit by the expression
substitution at the interface, the interfacial area of the hot surface,
and the model used for the surfaces’ potential energy function. E(t) = (E — E) exp(—kt) + K (8)
The results of the simulations are summarized in Table 3.

1. Effect of Interfacial Separatiorizor each simulation, the  HereE(t) is the energy content of the upper surface at time
separation of the outer layers of the two surfaces is held fixed, k is the rate constant for energy transfer, #hdand E; are
that is, specified by t0 K equilibriumz-distanceS,q between additional fitting parameters. Thg parameter allows a value
the H/D interfacial layers, with the surfaces in their equilibrium for the intercept betweeB(0) andEmaxas shown in Figure 7a.
geometries. Figure 6a illustrates the effect of the interfacial The fitted values oE; are very similar to the 300 K harmonic
separation on the heat transfer. In this figure, the total energy thermal energy of RKT for the upper surface; for example, for
of the hot upper surface is plotted versus time for simulations the trajectory in Figure 75 is 3276 kcal/mol, whereaseN&T
with surface Model 1Tho = 800 K, C—H bonds at the interface, is 3119 kcal/mol. A molecular dynamics simulation of the
and the small interfacial area for the hot surface. uncompressed upper surface gave a 300 K thermal energy of

When the simulation is initiated, the interfacial potential 2954 kcal/mol. Anharmonicities and nonlinearities in the upper
between the two surfaces is turned on, which adds additional surface’s Hamiltonian arising from compression, the Morse
energy to each surface. This is illustrated in Figure 7a for a terms, and finite displacements, makes the average thermal
trajectory withSq = 0.75 A. The initial energyE(0), of the energy of the surface slightly different thaiI3T.
hot, upper surface, before the interfacial potential energy is The fits to E(t) with eq 8 are shown in Figure 6a f&q
turned on, is the thermally equilibrated value of 7864 kcal/mol. values of 1.25 and 1.50 A, and in Figure 7b for&gvalue of
However, with the interfacial potential included, the energy of 0.75 A. Excellent fits to th&(t) are obtained. The rate constants
the upper surface reaches a maximum valué&,gf, = 9489 obtained for energy transfer from the hot surface Sgfin the
kcal/mol at 0.15 ps. The resulting value Br.x — E(0) is 1625 range of 0.75-2.75 A, are listed in Table 3. For surface Model
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Figure 6. Results for Model 1T = 800 K, H-atom interface, and Time, ps

small interfacial area for the hot surface. (a) Total energy of the hot Figyre 7. Simulations forSq = 0.75 A, with Model 1,Tnot = 800 K,
surface versus time fc&q of 1.25 and 1.50 A. (b) Temperature versus  patom interface, and small interfacial area for the hot surface. (a) Short-
time for the interfacial H-atom and C-atom layers of the two surfaces time pehavior of the total energig(t), showing its increase due to the
with Siq= 1.25 A: red, H-hot; black, C-hot; yellow, H-cold; and blue,  injtial interfacial repulsion. (bE(t) for the complete trajectory. (c)
C-cold. (c) Same as b excef{; = 1.50 A. The interfacial C-atom  Temperature versus time for the interfacial H-atom and C-atom layers

layer is the one closest to the H-atom interface. The C-atom layer very of the two surfaces. The colors identifying the layers are given in the
close to this interfacial C-atom layer (see Figure 1) is not included. caption of Figure 6.

1, Thot = 800 K, C—H bonds at the interface, and in the small Cooling and heating of layers of the hot and cold surfaces
interfacial area, the rate constant varies from ¥.00°2 pst occur at different rates. This is illustrated in Figures 6b and c
for an Sqvalue of 0.75 A to 9.7« 1075 ps! for an Sq value and 7c, where temperaturds, are plotted versus time for the

of 2.75 A. Decreasing the interfacial separation and, thus, H-atom and C-atom interfacial layers of each surféc&he
increasing the interfacial interaction enhances the rate constansimulations are fofq values of 0.75, 1.25, and 1.50 A. There
for heat transfer. Fo&q= 2.75 A, the interfacial interaction is  is initial heating of the cold surface, which is more pronounced
very weak (see Figure 3) and the rate constant for heat transferfor the surface’s H-atom layer than for the adjacent C-atom
is very small, that is, 3 orders of magnitude smaller than that layer. ForSq = 0.75 A, there is a large interfacial force and,
for Sq= 0.75 A. Stronger interactions between the surfaces, as shown in Figure 7c, there is rapid heating of the H-atom
as a result of a smaller interfacial separation, promote equilibra- layer of the cold surface and thermal equilibration is complete
tion of the hot surface. within 52.5 ps. For th&q=1.25 A simulation, shown in Figure
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Figure 8. Total energy of the hot surface versus time Tag; of 800 Figure 9. Total energy of the hot surface versus time for different

K (blue), 1000 K (green), and 1200 K (red). Simulation results are for H/D isotopic substitutions at the interface: (blue), H atoms on both
Model 1, H-atom interface, small interfacial area for the hot surface, Surfaces; (green), D atoms on both surfaces; (yellow), H on hot surface
andSq = 1.25 A. The black solid lines are fits by eq 8. and D on cold surface; and (red), D on hot surface and H on cold
surface. Simulation results are for Model Tyr = 800 K, small
interfacial area for the hot surface, afigy = 1.25 A. The solid lines

6b, the temperatures of the H-atom and C-atom interfacial layers are fits by eq 8.

of the lower surface have begun to cool by the end of the
simulation. However, equilibration is incomplete. As shown in energy transfer rate constant, if both surfaces have the same
Figure 6c¢, for thegeq= 1.50 A simulation, which has a weaker isotope. However, if the H/D isotopic composition of the
interfacial interaction, there is less initial heating of the lower interfaces of the two surfaces is different, then the rate of heat
surface and the upper surface remains hotter at the end of theransfer is suppressed.
simulation as compared &= 1.25 A. Some differences are Even though the rate constants for energy transfer are nearly
observed for the cooling dynamics of the interfacial H-atom the same for either H or D isotopes on both surfaces, the
and C-atom layers of the hot, upper surface. The H-atom layer atomistic dynamics for energy transfer is different for the two
cools somewhat more rapidly, which is most pronounced for isotopes. This is illustrated in Figures 6b and 10a, where the
the §q= 1.50 A simulation. temperatures of the interfacial H-, D-, and C-atom layers of
2. Effect of Surface Temperatu@imulations were performed  both surfaces are plotted versus tifA&Vith H atoms on both
with the hot, upper surface at 1000 and 1200 K, instead of the surfaces, Figure 6b, the H-atom interfacial layer of the cold,
800 K investigated above, to determine how the temperature lower surface immediately heats to 600 K and equilibrates much
of this surface affects the rate constant for heat transfer. Thefaster with the hot surface than what occurs with D atoms on
same interfacial conditions as those described above wereboth surfaces, Figure 10a. With D atoms on the interface of the
considered, with the interfacial separati@, set at 1.25 A. cold surface, instead of H-atoms, this surface is more “inert”
The results of these simulations are plotted in Figure 8, where with respect to receiving energy from the hot surface.
they are compared with the results for 800 K. The rate constant  With different H/D isotopic compositions of the two surfaces,
for heat transfer from the hot surface, determined from eq 8, is the cooling and heating of the interfacial layers depends on
0.041 and 0.045 p3 for 1000 and 1200 K, respectively, and which surface has the H(D) isotope, as shown in Figure 10b
statistically the same as the 0.04I pgalue at 800 K. A higher ~ and c. Figure 10b gives the temperature versus time for the
temperature gradient between the hot and cold surfaces doesnterfacial H-, D-, and C-atom layers, with D atoms on the hot
not have a significant effect on the rate constant for energy surface and H atoms on the cold surface. Although the initial
transfer. energy transfer to the cold surface’s H atoms is much less than
3. Effect of H/D Interfacial Isotopic Substitutiomhe effect what is found for the cold-surface D atoms with D atoms on
of H/D isotopic substitution on heat transfer between the two both surfaces, Figure 10b shows there is some transfer with a
surfaces was studied by replacing the interfacial hydrogens of maximum in T* for the cold-surface H atoms at10 ps.
both surfaces by deuterium atoms and by replacing the However, Figure 10c shows that with H atoms on the hot surface
hydrogens of only one of the surfaces by deuterium atoms. Theand D atoms on the cold surface, there is no intermediate heating
simulations were performed for a temperature of 800 K and of the cold-surface D atoms. Temperature equilibration between
the same model for the surfaces was used as described abovehe D-atom and H-atom layers is slow for surfaces with different
The interfacial separatioi®., was set at 1.25 A. The energies H/D isotopes at their interface and is not attained at the end of
of the hot surface versus time for these simulations are shownthe 52.5 ps MD simulation. The dynamics of this slow
in Figure 9, where they are compared with the result without equilibration depends on which surface has the H(D) isotope.
deuteration. It is seen that replacing hydrogen by deuterium for 4. Effect of Interfacial Contact Aredor the above simula-
both surfaces results in a small increase of the rate constant fortions, a 22x 20 A? interfacial area (identified as standard) was
heat transfer. For H atoms at the interfakes 0.041 ps?, used for the hot, upper surface. To determine whether increasing
whereas it is 0.046 p3 with deuterium substitution. However, the size of this interfacial area would affect the rate constant
if the interface of the hot surface is deuterated and the cold for energy transfer, we performed a simulation with ax2@5
surface is not, then the rate constant for heat transfer is A2 interfacial area for the hot surface. The height, thatzis,
substantially lower and 0.032 s If the deuteration is reversed,  dimension, of this surface remained at 20 A, and no changes
with the cold surface deuterated and the hot surface not,khen were made to the size of the cold, lower surface. This larger,
is nearly the same and equals 0.034p3 hus, a different H/D hot, upper surface contains 2576 atoms compared to the 1746
isotopic composition of the interface does not influence the atoms for the standard surface model. The simulations were
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40

Model 1 for the surfaces’ potential energy function. It is based
on the quadratic force field fit to the diamond phonon
spectrun®354 but with the G-C and CG-H harmonic stretch
terms replaced by their Morse function counterpétfglodels

2 and 3 were used for the surface potential to determine how
variations in this potential affects energy transfer from the hot
to the cold surface. Model 2 is the same as Model 1, except the
diagonal bending and nondiagonal strettiend and bend
bend quadratic force constants were attenated bonds
defining the potential term were stretched. As shown in Table
3, the energy transfer rate constants obtained with Model 2 are
nearly the same as those for Model 1. Thus, introduction of
cubic and higher order anharmonic potential terms, by force
constant attenuation, does not affect the rate of energy transfer.

Model 3 for the surface potential is the quadratic force field
fit to the diamond phonon spectrum, without Morse functions
for the C-C and C-H stretch terms and without force constant
attenuation. The energy transfer rate constants obtained with
this model are listed in Table 3, where it is seen that they are
somewhat smaller than those determined with Models 1 and 2.
The principal origin of this difference is the increased compress-
ibility of Model 3 as compared to Models 1 and 2, which results
in a greater interfacial separation for the safagand, thus, a
weaker interfacial interaction. This is illustrated by comparing
the average interfacial separation for the last half of the
simulation for Models 1 and 3, witfi,ot = 800 K, H-atom
interface, a small interface for the hot surface, &= 1.25
A. For Model 1 this average separation is 1.52 A, whereas it is
larger and 1.56 A for Model 3. Model 3 is more compressible

on both surfaces; (b), D atoms on the hot surface and H atoms on thebecause the €C and C-H quadratic terms are not as repulsive
cold surface; and (c), H atoms on the hot surface and D atoms on theas their Morse counterparts.

cold surface. Black and red graphs are for the interfacial C and H(D)
atoms of the hot surface, respectively. Yellow and blue lines are for
the H(D) and interfacial C-atoms of the cold surface, respectively.

performed for potential Model 1S = 1.25 A, interfacial
H-atoms, and'h,: = 800 K. A plot of the energy content in the
hot surface versus time is given in Figure 11 where it is

6. Effect of the Interfacial ForceAs discussed above in
Section Il1.B, after the force relaxations that occur within 1 ps
are complete, the average interfacial fofeg, becomes nearly
constant and changes very little during a simulation. Thus, for
eachSgq there is a well-definedFiy[] In Figure 12a, the rate
constantk, for energy transfer is plotted versugi,:[,] where

compared to the above result for the standard interfacial areaFin[is found by averaging the interfacial force over the last
for the hot surface. The rate constant for energy transfer from half of the 52-ps simulation. The important result in Figure 12a

the hot surface is 0.039 psfor the larger interface and 0.041

is the near-linear dependence of the energy transfer rate constant

ps! for the standard interface. Increasing the contact area for on Fin[J which varies from~90 nN to an attractive force of
the hot surface does not significantly affect the rate constant ca. —6 nN. For the smallesk values, the linear relationship

for energy transfer from the hot to the cold surface.
5. Effect of Varying the Model for the Surfaces’ Intramo-
lecular Potential.The above calculations were performed with

betweenk and Fiis still present as shown in Figure 12b.
The slope for the plots in Figure 12a and b is<710~* psY/
nN.
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0.08 in the range of 300 to 1200 K to give a thermal expansion
0.07 - (a) I coefficienty = [h(T) — h(300)]h(300) of 3.9x 1076, Here,
h(T) is the height of the nanostructure for temperaftird he
0.06 - - - experimental valu@ of y for macroscopic diamond at 300 K
w 0.05 - is 1.5x 1078 and 2.6 times smaller than the classical value for
= 0.04 | - the nanostructure. It is noteworthy that the valueyofor a
- N diamond nanostructure will depend on the size of the structure
= 0.03 . because the phonon modes are size-deperdeimwever, this
0.02 issue was not addressed here. Of importance for the current
= simulations is that for a fixed outer separation of the two
0.01 ad nanostructures, the classical interfacial separat®mwill be
0- L . . . smaller than the quantui@ as a result of the larger classical
=20 0 20 40 60 80 100 value fory. This effect may be important for a very weak
interfacial force.
Interfacial Force, nN In summarizing the above discussions, classical mechanics
0.006 is expected to describe the interfacial dynamics correctly, except
(b) - for cases in which the interfacial force is weak. Thus, for the
0.005 - results plotted in Figure 12, quantum effects may be important
for the smallest heat transfer rate constants. Quantum dynamical
0.004 - calculations of heat transfer at the interface of two weakly
2 interacting diamond nanosurfaces would be of substantial
::_ 0.003 - interest.
-
0.002 =
V. Summary
0.001 - o .
- In the work presented here, molecular dynamics simulations
0 n___ : : : : : : are performed to study possible factors influencing the dynamics
7 £ 5 4 3 2 4 0 1 2 and efficiency of heat transfer across the interface of two

diamond nanosurfaces. The model used for this study is one in
which a small, hot surface is placed on a large, colder surface
at 300 K. An important finding of the study is that relaxation

of the high interfacial force initially created, when the surfaces
are brought into contact, occurs on a subpicosecond time scale
and much faster than the heat transfer occurs across the interface.
After this force relaxation, there is a well-defined average
IV. Role of Quantum Dynamics interfacial forcellFin:[(during the simulation. The kinetics of heat

For the above simulations, with a large interfacial force and transfer from the hot to the cold surface is first-order with a
strong intermolecular interaction between the two surfaces, rate constank, that varies linearly withiin[ccording to 7x

classical mechanics is expected to give the correct energy10 * PS/nN. This linear relationship is valid for all of iU
transfer dynamics. This is a result of the large density of states Nvestigated from ca. 90 nN to ca:6 nN. Variations in the
involved in the energy transfer and classically allowed pathways {€mperature and size of t,h_e hot surface, the H/D isotopic
for the transfer. The accuracy of classical mechanics for these COMPosition of the surfaces’ interface, and the analytic form of
dynamics has been shown in comparisons between classical andhe surfaces’ intramolecular potentials do not have substantial
quantum dynamics and/or classical dynamics and experiment€ff€cts on the rate constai, for heat transfer. The value &f

for a large number of related procesd&s? 6473 However, increases by _on_Iy 10% at most when the temperature of the hot
quantum dynamics may become important when there is aweaknanosurface is increased f'rom 8OQ to 1200 K. The rate of hea}t
interaction between the two surfaces. Here, energy transfer istransfer increases as the interfacial area of the hot surface is
expected to occur via exchange of high-energy vibrational increased, pUtdoes not change.. Replacing all of the interfacial
quanta between-€H bonds of the two surfaces, with the bonds H-atoms with D-atoms results inlavalue only~10% larger.
weakly coupled via van der Waals interactidhor such cases, ~ However, different isotopic substitution (i.e., either H or D) on
the energy transfer process may not occur classically or artificial the two nanosurfaces has a more noticeable effect and decreases
energy transfer may occur classically via events that transfer K by ~25% from its value with either only H or D atoms at the
energy amounts much less than onetCvibrational quantum. interface.

Interfacial Force, nN

Figure 12. Plots of the rate constant for heat transfer versus interfacial
force, Fil] @ is a linear plot for all of the data and b is a linear plot

for the lowest[Fi[] The red, blue, and green points are for surface
potential Models 1, 2, and 3, respectively.

Quantum effects have often been found to be important for
translatior-vibration and vibratior-vibration energy transfer
when the accessible number of vibrational states is sparée.

The results of the MD simulations for a specifi€j,.CJare
independent of the three models used for the surfaces’ analytic
intramolecular potentials. The models varied from one with only

Because of the large thermal de Broglie wavelengths for the quadratic potential energy terms to one with extensive anhar-

phonon modes of a diamond lattie®*classical dynamics that

monicity arising from Morse stretches and anharmonic bends

assume continuous energies gives substantially greater thermawith bend-stretch coupling. These additional anharmonic terms
motions for the lattice than quantum dynamics does. A resulting do not affect the kinetics of heat transfer from the hot to the
effect of this difference is that the classical coefficient of thermal cold surface. A difference found for these three models is that
expansion is expected to be larger than the quantum value. Thehe two with Morse stretch potentials have a slightly larger
classical thermal expansion of the smaller upper diamond classical coefficient of thermal expansion than the model with
nanostructure studied here varies linearly for the temperaturesonly quadratic potential energy terms.
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